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Introduction

Introduction
m Context
m Ranking games
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Context

Obligations imposed by governments:

o In France: electricity providers (“Obligés”) have a target of Energy Saving
Certificates’ to hold at a predetermined horizon (~ 3 years).
If they fail, they face financial penalties.

Existing incentives “Provider — customers”:
o Comparison to similar customers
o EDF, Total, Engie, . ..
o Reward/Bonus when reduction compared to past consumption
o “SimplyEnergy”?, “Plim énergie”3, “OhmConnect”*

Twww.powernext.com/french-energy-saving-certificates
2www.simplyenergy.com.au/residential/energy-efficiency/reduce-and-reward
3www.plum.fr/cagnotte/

“www.ohmconnect.com/
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Upper level (principal) Regulator

Provider =TT -
.
.
» Imposes to reduce
global consumption

Reward = f(rank) Fixed level

l Lower level (agents)

nEAEA
e |

Subpopulation 1 Subpopulation & Subpopulation K

Competition (Nash) Competition (Nash) Competition (Nash)

Mean-field assumption: Each subpopulation is composed of an infinite number
of indistinguishable consumers
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Section 2

Agents’ problem

Agents’ problem
m Afield of agents
m Rank-based reward
m Mean-field game between consumers
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A field of agents at the lower level

o The population is divided into K clusters of indistinguishable consumers. Each
cluster k € [K] represents a proportion py.

o X{(t) the energy consumption of a customer of k, forecasted at time ¢ for
consumptionat 7' > ¢:
t t
X0 = X0 + [ a@dst o [ W), RO =", 0
0 0
with
o { Wi}1<k<k a family of K independent Brownian motions

o ay, a progressively measurable process satisfying E fOT la(s)|ds < oo

Interpretation:
o ay, is the consumer’s effort to reduce his electricity consumption.

o Without effort (a = 0), customers have a mean nominal consumption #°™, and
the terminal p.d.f. of X¢(T) is:

M (z) = (w; xzom,akﬁ) ,
where (- ; p, o) is the pdf for N'(y, o).
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Rank-based reward

In the N-players game setting:
o each subpopulation k contains N, players
© the terminal ranking of a player i, consuming X (7)), is measured by

Ny - .
1 Zﬂ _ empirical cumulative
N = X (T)<X(T) distribution

= The reward function should be decreasing (Low rank = good energy saver)
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Rank-based reward
In the N-players game setting:
o each subpopulation k contains N, players
© the terminal ranking of a player i, consuming X (7)), is measured by

N

empirical cumulative
distribution

1
N jzzlﬂxz;msxzm

= The reward function should be decreasing (Low rank = good energy saver)

With mean-field assumption:
o If Xy(T) ~ p, the terminal ranking of a player consuming zis r = F,(z)

Assumption: The reward R has the form
R x [0»1} 3(I,T)’—)R(I,T):B(T)fpz ) (2)

o We call R the total reward and B the additional reward.

o —pzrepresents the natural incentive to reduce the consumption, coming from
the price p to consume one unit of energy

o When R(z, r) is independent of z, the reward is purely ranked-based
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Mean-field game between consumers

Agents’ problem:
Given the reward R and the terminal consumption distribution iy,

T
Vi(R, fi,) := sup E Rﬁk(xg(T))—/ crai(tydt| (peons)
a 0

cost of effort

where R, (z) = R(z, Fu(x)).

Interpretation:

o The cost corresponds to the purchase of new equipment (new heating
installation, isolation, ...).

o In exchange, the consumer receives B(r), depending on his rank r = F, (z),
where fiy, is the k-subpopulation’s distribution.

o The quantity Vi(R, ix) is called the optimal utility of an agent of k.
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Agents’ best response

Theorem (Bayraktar and Zhang, 2021,Proposition 2.1)

Given R € R and ji;, € P(R), let

R..
suti) = [ f,3°m<x>exp( “(”2) dr (<o) . @)
R 2¢cp0y;
Then, the optimal terminal distribution p; of cluster & has p.d.f.
1 Rj, (z)
fur(@) = —=f°"(z) exp | 25 | , (4)
u (@) Blik) ™" € 2cpo}

and the optimal value is then Vi (R, fiy) = 2c,07 In Bi(fi) -
Definition: p; € P(R) is an equilibrium if it is a fixed-point of the best response map

q)k: : ﬂk: = l‘/z )
with .7 given by (4).
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Nash Equilibrium

For purely ranked-based reward (Bayraktar and Zhang, 2021, Theorem 3.2)

The equilibrium vy, is unique and the quantile is given by
i B(2)
fo exp (— 72%0,%) dz

1 B(z
Jo exp (_726150'),%) dz

G (1) = 1™ + o/ TN

Theorem

Let R(z, r) = B(r) — pz. Then, the equilibrium py, is unique, and satisfies
pT
Qi (1) = qui (1) — 27% ) (6)

where vy, is the (unique) equilibrium distribution for p = 0 (purely ranked-based
reward), defined in (5).

= add of a linear part in “x” acts as a shift on the probability density function.
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Upper level (principal)

Recall Provider
Next step
Reward = f(rank)
l Lower level (agents)
v' Best response v/ Best response v' Best response
v Nash equilibrium ---1 v Nash equilibrium |---] v Nash equilibrium
Competition (Nash) Competition (Nash) Competition (Nash)
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Section 3

Principal’s problem

Principal’s problem
m Retailer’s problem
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Retailer’s problem

For an equilibrium (u1) xe[x), the mean consumption is my,, = fol qu,(r)dr, and the
overall mean consumption is my, = 3= ,c () PEMyy, -

Principal’s problem:

i = ex(B) } (pret)

1
max.{S(mu)Jr(ch)mu /0 B s v

BER]

where
o R} is the set of bounded and decreasing rewards,
o up = ex(B) the agents’ equilibrium given additional reward B(-),
o s(-) denotes the valuation of the energy savings (given by regulator),
o cr denotes the production cost of energy,
o VPlis the reservation utility (utility when B = 0)
In the sequel, we denote by g(-) the function g : m +— s(m) — ¢;m .
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Optimal reward - Homogeneous population (K = 1)

Principal’s problem:

BER}

1
max {s(mﬂ) + (p— cr)my _/0 B(r)dr V(B) > e

u=e(B) } (Pret)
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Optimal reward - Homogeneous population (K = 1)

Principal’s problem: B=el(p)
! K= t(B) ( ret)
ma s(my) + (p— cr)my, — B(r)dr . P
dea: {2+ (0= | B 8 > v
p distrib. -+ B bounded and decreasing
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Optimal reward - Homogeneous population (K = 1)

Principal’s problem: B=el(p)
! K= t(B) ( ret)
_ — B(r)d . P
dea: 255120+ 0= O [ B B = v
e distrib. -+ B bounded and decreasing

Using the characterization of the equilibrium,
Bu(r) = VP + 260 In (Gu(gu () + pau(n) (=< (W)

with ¢, := £, /oM.

Reformulation in the distribution space:

max g (/+OO yfu(y)dy) — VP~ 2¢02 /+oo In (f”i(y)) fu(y)dy

— 00 — 00 fnom(y)

(P { s.t. /+oofﬂ(y)dy:1

—oo

y > In (ffﬁrg%)) + ﬁy bounded and decreasing

Ranking games : Application to Energy Savings C. Alasseur, E. Bayraktar, R. Dumitrescu, Q. Jacquet 14 [ 25



Optimal reward - Homogeneous population (K = 1)

Principal’s problem: B=el(p)
! K= t(B) ( ret)
_ — B(r)d . P
dea: 255120+ 0= O [ B B = v
e distrib. -+ B bounded and decreasing

Using the characterization of the equilibrium,
Bu(r) = VP + 260 In (Gu(gu () + pau(n) (=< (W)
with ¢, = fu/fm.

BefomrLfla'tfon in the distribution space:
Relaxation

e o ) 9ot [ ()

+oo
(PF¥) ¢ st / fuly)dy =1
(jgret) -

5 _n_(_ffﬁrgr‘%)_> s 2602 ———=ybounded and decreasing
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Optimal reward - Homogeneous population (K = 1)

Assumption: The function s : R — R is supposed to be decreasing, concave and
differentiable with ||’ (m)|| < M.

Lemma

The optimal distribution w* for (P'et) satisfies the following equation:

nwwwmwwwp@i@ﬂ) )

2co?

Sketch of proof: Use optimality conditions, sufficient for (Pret)

Theorem - Analytic formula of the optimal reward

Let §(m) = p — ¢ + s/ (m) . The distribution u* < N (m*,ov/T) , where m* satisfies
m* = zP 4+ I(S(m*) , (8)
2c
is optimal for (P'®t) . Moreover, the associated reward B* is
B (1) = = [(@®)2 = (m*)2] + g (no(m") . ©)

Remark: The function §(-) is viewed as the reduction desire of the provider.
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Section 4

Numerical results

Numerical results
m Algorithm
m Instance
m Results
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Numerical computation for general case

B = Rj(b)

Restriction to piecewise linear reward:
o ForNeN, Sy :={0=m <m2<...<ny=1}

o For M € Ry, we define the class of bounded
piece-wise linear rewards adapted to X as

N—-1
~ bit1 — by
Ry =13 r€0,1] = > Tgp {b'—i-i” 7’—77:]
{ [0, 1] vt €mimiprl |4 N1 _7777( i)

T 12113 14 15 M6 17 718 119 o

be [—M,M]N}

by >...> by

o RY(b) is the reward function obtained as a linear interpolation of b.

Optimization by a black-box solver:
o We construct an oracle b € RV s 7®(b), where = "®%(b) is the retailer objective.

o We use a black-box solver, here CMA-ES (Hansen, 2006).
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Instance

[ Parameter [[ Segment1 [ Segment2 [ Unit

T 3 years
P 0.7 €/kWh
Ccr 015 €/kWh

X(0) 18 2 MWh
o 0.6 0.3 MWh
c 2.5 5 € [MWh]~2 [years]?
s m — 0.1m? €
p 05 | 05 -

Table: Parameters of the instance
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Results - K =1
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(a) Analytic optimal reward in red, compared (b) Comparison of the three CDF: nominal,
to the reward function found by CMA price incentive and with the optimal reward

Figure: Optimization in the homogeneous case

Consumption reduction:
o Nominal consumption: Z1°M = 18 MWh
o With only price incentive: 2Pl = 17 MWh
o With optimal reward B*:  m = 15.4 MWh
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Results - K =1
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Figure: Trajectories for 20 consumers (homogeneous case)

Consumption reduction:
o Nominal consumption: Z"°M = 18 MWh

o With only price incentive:  zPi = 17 MWh
o With optimal reward B*:  m = 15.4 MWh
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Figure: Optimization in the heterogeneous case
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Section 5

Conclusion

Conclusion
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Conclusion

Study of a specific framework where it is possible to
o characterize the mean-field equilibrium
o explicitly find the optimal reward (K = 1)
o numerically determine good reward functions (K > 1)

Perspectives:

m And if we can’t (or don’t want to) ensure  Utility > Reservation utility ~for all
the agents ?

m More complex reward functions ?
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